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Problem definition and objective

◮ Concept and formalism for the targeting of observationshavebeen introduced in meteo-
rology(Berliner et al. (1999)). Themethodisvery successful but thegain is limited dueto
an overwhelmingflux of synoptical observations.
◮ In thefield of accidental dispersionmonitoring, it isnow possible to deploy gammadose
instrumentsby helicopter.
◮ How should one optimally deploy stations, with a view to improve inverse modelli ng of
thesourceterm or data assimilation for theplume forecast ?

Accidental release from theBugey power plant

◮ Fictitious radionuclide accidental release studied within a radius of 50 kilometres from
thenuclear power plant of Bugey, France. Current monitoring network aroundtheplant:
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Set-up of the twin experiment
◮ Fast coremeltdown hypothesiswithout major hull breach. Dispersion of iodine-131.
◮ MM5 fieldsgenerated in two configurations: strongandweak windfields.
◮ Transport simulated by theCTM POLAIR3D.
◮ The network is assumed to measure 131I activity concentrations , althoughit is actually
measuring gammadose.
◮ Log-normal perturbationsof synthetic observations: µ

perturb.
i ∼ exp (N (0, 0.5)) µ

synth
i .

◮ 21 static observations are assimilated every two hours. 10 mobile stations are deployed
ona two-hour window yielding 10adaptiveobservationsevery two hours.

Source inversemodelli ng and plumedata assimilation

Source-receptor re lationship µ = Hσ + ε

Control variables to bedetermined: release rates from theplant σ ∈ R
n (∆t = 30 mins)

Direct computation of theJacobian H ∈ R
d×n (column bycolumn)

Pr ior err ors Gaussian relativeR = diag(χ1, χ2, . . . , χd), with
√

χi ≃ 0.5µi.

Normal equations σ =
(

HTR−1H
)−1

HTR−1µ, andP a
tn

=
(

HTRtnH
)−1

.

Plumedata assimilation
Analysis:
◮ Activity concentration measurements in [tn − ∆tf, tn] are collected. Vector of measure-
mentsup to tn : µn.
◮ Extension of theJacobian matrix H tn, computingall elementary solutions from t0 to tn.
Thesourceterm estimationσn is then computed.
◮ An estimation of the error on thesourceP σ

t+n
or on theplumeP c

t+n
, can be computed.

Forecast:
◮ Forecast from tn to tn+1, thanks to aCTM.
◮ Forced by source estimation upto tn, then by a model from tn to tn+1, generally persis-
tencehypothesis.
◮ A source error estimationP σ

tn+1
or aplume error estimationP c

tn+1
can beobtained.

Targeting scheme

◮ Source analysison [t0, t1] usingstatic observationsσt+
1
∼ N

(

σt+
1
, P σ

t+
1

)

.
◮ Forecasted sourceσ⋆

t2
on [t0, t2]: equals to σt+

1
on [t0, t1], and is defined on [t1, t2] using

thepersistence assumption: σ⋆
t2
(t) ≡ σt+

1
(t1).

◮ Plumeforecast from t1 to t2, andcomputationsof forecasted fixed observations in [t1, t2].

◮ Forecasted source covariancematrix error at t2: P ⋆ σ
t2

=
(

HT
t2

(

R⋆
t2

)−1
H t2

)−1

◮ Forecasted targeted observations follow µ⋆
t2

= hσ⋆
t2

+ ε, with ε ∼ N (0, r⋆
t2
).

◮ At decision time t1, the forecasted updateof σ at time t2, followsσ⋆
t+
2

∼ N
(

σ⋆
t+
2

, P ⋆σ
t+
2

)

.
Standard Bayesian analysis leads to

P ⋆σ
t+
2

=
(

(

P ⋆σ
t2

)−1
+ hT

(

r⋆
t2

)−1
h

)−1

= P ⋆σ
t2
− P ⋆σ

t2
hT

(

r⋆
t2

+ hP ⋆σ
t2

hT
)−1

hP ⋆σ
t2

,

σ⋆
t+
2

= σ⋆
t2

+ P ⋆σ
t2

hT
(

r⋆
t2

+ hP ⋆σ
t2

hT
)−1 (

µ⋆
t2
− hσ⋆

t2

)

.

◮ A-designcriterionTr
(

P ⋆σ
t+
2

)

= Tr
(

P ⋆σ
t2

)

−Tr
(

(

r⋆
t2

+ hP ⋆σ
t2

hT
)−1

h
(

P ⋆σ
t2

)2
hT

)

, leads

to the targetingcriterionJ(h) = Tr
(

(

r⋆
t2

+ hP ⋆σ
t2

hT
)−1

h
(

P ⋆σ
t2

)2
hT

)

.

◮ Optimisation of J(h) reliesonsimulated annealing.

Twin experiment
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First column: reference simulation (truth) knowing thetrue source. Secondcolumn: forecast of plume using

data assimilationof fixed observations. Third column: forecast of plumeusingdata assimilationof fixed and

adaptiveobservations. Fourth column: contrast factor between thesecondand third column.

Statistical indicators

rmse =

√

√

√

√

1

N

N
∑

i=1

([σ]i − [σ]i)
2, ρ =

∑

h∈S

[c]h[c]h
√

(
∑

h∈S[c]2
h

) (
∑

h∈S[c]2
h

)

, fm =

∑

h∈S min ([c]h, [c]h)
∑

h∈S max ([c]h, [c]h)
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Information gain from adaptive observa-
tionsversus static observations
◮ Gain indicator:

QF =
Tr

(

P ⋆c
tn+1

)

− Tr
(

P ⋆c
t+
n+1

)

Tr
(

P c
t+n

)

− Tr
(

P c
t+
n+1

) .

◮ Targetingisvery beneficial in thiscontext,
in particular in strongwindconditions.

Meteorological model error test
The meteorological fields are shifted by 15 minutes,
which simulates some kind of model error. Is target-
ingstill beneficial to data assimilation? Yes !
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